Poréwnanie schematow symulacji: adaptacyjny vs monolityczny

Cel. Poréwnujemy dwie procedury pozyskiwania informacji o nieznanym obiekcie © (np. pa-
rametry FES/MSM): (A) adaptacyjng (kilka partii danych z treningiem po kazdej partii i aktu-
alizacja polityki prébkowania) oraz (B) monolityczng (jedna dluga symulacja, trening tylko na
konicu). Budzet calkowity préobek jest staly.

Ustawienie. Niech 7(z) bedzie docelowym rozkladem (np. Boltzmanna), a g;(z) rozktadem/propozycja,
z ktorej w partii t generujemy n; probek Xy 1.,, ~ ¢¢. Zbiér danych po t partiach: D, U;?:l{Xm:ni},
N =372 m.

Model (z parametrami 6) jest trenowany operatorami

0,T (01—1; Dy), 0 zadane.

Polityka kolejnej partii moze zalezeé od biezacego modelu: qi41 = q( - | 6).

Dwa schematy. (A) Adaptacyjny: po kazdej partii t = 1,..., B trenujemy 6; i wybieramy
¢:+1 na podstawie 6;.
Dg = UF:l{Xt,l:nt}, 9% = T(eg—l;D%)'

(B) Monolityczny: ¢; = qp dla wszystkich ¢ (brak adaptacji); trenujemy tylko raz na koncu:
Dl\é[ - UtB;l{XtylintL 01\54 = T(HovD%[)

Funkcja jako$ci (uzyteczno$ci). Rozwazmy dwie réwnowazne (w praktyce) definicje po-

stepu:

1. Spadek ryzyka generalizacji wzgledem m:

R(O)Eaur[0(0;2)],  U(D)YR(6) — R(O(D)).

2. Zysk informacyjny o © (projektowanie bayesowskie):

IG(D)H(© | Dg) — H(© | D).
W obu przypadkach wigksza warto$é oznacza ,wiecej informacji / mniejszy btad”.

Zalozenia. (1) Warunkowa niezaleznosé nowych obserwacji przy zadanych decyzjach ¢ (stan-
dard w projektowaniu eksperymentéw). (2) U(+) jest adaptacyjnie monotoniczne i adaptacyjnie
podmodularne (marginalny zysk maleje wraz z rosnacym D), co dobrze przybliza typowe funkcje:
spadek ryzyka, zysk informacyjny, log det informacji Fishera, itp. (3) Budzet N jest identyczny
w obu schematach.



Twierdzenie (korzysé adaptacji; szkic). Dla powyzszych zalozen zachodzi
Elu(p3)] = E[U(DF)]

Silniej: polityka zachtanna, ktéra po kazdej partii wybiera ¢;11 maksymalizujace oczekiwany
marginalny przyrost U, osiaga co najmniej utamek (1—1/e) optimum adaptacyjnego, zas schemat
monolityczny jest szczegdlnym przypadkiem polityki nieadaptacyjnej. Intuicyjnie: wczedniejsze
partie ucza model wskazywaé regiony o najwyzszej wariancji lub najwiekszym gradiencie infor-
macji, wiec kolejne partie sa lepiej ,,ukierunkowane” niz stale gg.

Perspektywa informacji Fishera (wariant). Dla estymacji parametru ¢ niech s,(x) bedzie
score (pochodna log-gestosci). Dla wazkowania do 7 wariancja nieobciazonego estymatora maleje
wraz ze wzrostem macierzy informacji

ZtEqut[wt($)2 5@($)34p(x)—r]a wi(x) =

Adaptacja ¢; w kolejnych partiach moze zwigkszaé Zf‘zl 7 (wybierajac regiony o duzym wkladzie
do informacji), co obniza wariancje wzgledem BZ(qp) osiaganego przez schemat monolityczny
ze stalym qo.

Ewaluacja ciggla (regresja jakosci). Po kazdej partii definiujemy walidacyjny wskaZnik
jakosci na niezaleznym zbiorze Dy,:
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Straznik regresji: jesli A, < —7 dla pewnego progu 7 > 0, sygnalizujemy regresje jakosci i
wstrzymujemy /wycofujemy ostatnia aktualizacje (fail-fast).

Plan eksperymentu (poréwnanie A vs B przy réwnym budzecie). Wybierz liczbe
partii B oraz n; tak, by >, n: = N bylo state. Dla A: po kazdej partii trenuj 6; i wybieraj g1
na podstawie §; (np. maksymalizacja przewidywanego spadku ryzyka lub przyrostu informacji).
Dla B: generuj wszystkie N prébek z qo, trenuj raz. Poréwnaj R(63) vs R(0Y), ewentualnie
IG(D%) vs IG(DY), oraz $ledz trajektorie Ry dla A.



